A difference method for the Neumann problem

ZBIGNIEW KOWALSKI

§ 1. The purpose of the paper is to investigate the convergence of the difference method for the non-linear problem (3.3), (3.6). The results are based on the method of difference inequalities of the second order, cf. Theorem 1, and are formulated in Theorem 2.

It should be noted that the error estimate (7.2) has the same simple form as in the paper of M. Malec [5], but my paper differs from the paper [5] in so that:

a) the differential equations as considered by M. Malec are special cases of the equation (3.3), since in [5] there is the assumption on the dominating diagonal of the matrix \((f_{wi})\),

b) the method of proof applied by M. Malec is connected with the regrouping of certain elements of difference quotients so as to obtain the expression with constant sign, which can then be omitted. My method is based on the difference inequalities of the second order.

§ 2. We shall use the notations for the nodal points as in our previous papers [1]—[4]. Let us consider the set

\[
Q: 0 \leq x_j \leq \sigma \quad (j = 1, \ldots, n), \quad 0 < \sigma = \text{const},
\]

and the nodal points \(x^M\) with coordinates

\[
x^M = (x_1^M, x_2^M, \ldots, x_n^M),
\]

where \(M\) denotes the sequence of indices

\[
M = (m_1, m_2, \ldots, m_n), \quad 0 \leq m_j \leq N \quad (j = 1, \ldots, n)
\]

and \(x_j^M = hm_j \quad (j = 1, 2, \ldots, n)\).

The notations for the neighbouring nodal points are the same as in the papers [1]—[4]:

\[
x^{(M)}, x^{j(M)} \quad (i, j = 1, \ldots, n)
\]

cf. Fig. 1.
Fig. 1. The nodal points $x^M$, $x^i(M)$, $x^{ij}(M)$... For the sake of simplicity the nodal point $x^M$ has been located at the origin

The difference quotients of the first order will be denoted by

\begin{align}
(2.5) \quad u^M_{+} &= \frac{1}{h} (u^i(M) - u^M), \\
(2.6) \quad u^M_{-} &= \frac{1}{h} (u^{i}(M) - u^{-j}(M)), \\
(2.6 \text{ bis}) \quad u^{Mj} &= \frac{1}{2h} (u^i(M) - u^{-j}(M)),
\end{align}

and that of the second order by

\begin{align}
(2.7) \quad u^{Mij} &= h^{-2} (u^i(M) - 2u^M + u^{-j}(M)), \\
(2.8) \quad u^{Mij} &= \frac{1}{4} h^{-2} (u^i(M) - u^{-i+j}(M) - u^{-i-j}(M) + u^{-i}(M)),
\end{align}

for $i \neq j$ ($i, j = 1, \ldots, n$).

We shall use also the difference quotients of the second order:

\begin{align}
(2.9) \quad u^{Mij}_+ &= h^{-2} (u^{i+j}(M) - u^{i}(M) - u^{-j}(M) + u^M), \\
\quad u^{Mij}_- &= h^{-2} (u^{i+j}(M) - u^{-i+j}(M) - u^{i}(M) + u^{-j}(M)), \\
\quad u^{Mij}_- &= h^{-2} (u^i(M) - u^{-i+j}(M) + u^{-i-j}(M) + u^M), \\
\quad u^{Mij}_+ &= h^{-2} (u^i(M) - u^{-i-j}(M) - u^{-i+j}(M) + u^M),
\end{align}

as well as the short notation $u^{M\Delta}$ for the vector

\begin{align}
(2.10) \quad u^{M\Delta} = (u^{M1}, u^{M2}, \ldots, u^{Mn}),
\end{align}

and the $n \times n$ matrix

\begin{align}
(2.11) \quad u^{M\square} = (u^{Mij}).
\end{align}

It will be convenient to replace the coordinates (2.6 bis) of the vector $u^{M\Delta}$ by the difference quotients (2.5) or (2.6).
§ 3. Throughout the paper we shall use the following

ASSUMPTIONS A. 1) We suppose that \( f(x, u, q, w), \ x = (x_1, \ldots, x_n) \in \mathbb{R}^n, \ u \in \mathbb{R}^l, \ q = (q_1, \ldots, q_n) \in \mathbb{R}^n, \ w = (w_{ij}), \) is of the class \( C^1 \) in the set (3.1):

\[
(3.1) \quad \begin{cases}
0 \leq x_j \leq \sigma, & -\infty < u < +\infty, \ -\infty < q_j < +\infty, \\
-\infty < w_{ij} < +\infty, & (i, j = 1, \ldots, n) \quad 0 < \sigma = \text{const},
\end{cases}
\]

and satisfies the conditions

\[
(3.2) \quad f_{w_{ij}} = f_{w_{ji}},
\]

where \( f_{w_{ij}} = \partial f/\partial w_{ij} \ (i, j = 1, \ldots, n). \)

2) Let us denote by \( u_x \) the vector \( u_x = (u_{x_1}, \ldots, u_{x_n}) \) and by \( u_{xx} \) the \( n \times n \) matrix \( u_{xx} = (u_{x_ix_j}) \). We assume that the non-linear differential equation

\[
(3.3) \quad f(x, u, u_x, u_{xx}) = 0,
\]
is of the elliptic type which means that 1° the quadratic form

\[
(3.4) \quad \sum_{i,j=1}^{n} f_{w_{ij}} \lambda_i \lambda_j,
\]
is positive defined and 2° the derivatives \( f_{w_{ij}}, f_{q_j}, f_u \) are bounded:

\[
(3.5) \quad |f_{w_{ij}}| \leq \gamma, \ |f_{q_j}| \leq \beta, \ |f_u| \leq \eta < 0,
\]
in the set (3.1) for \( i, j = 1, \ldots, n, \gamma, \beta \) and \( \eta \) being constant.

3) We suppose that there exists the solution \( u(x) \) of the equation (3.3) of the class \( C^2 \) in the set \( Q \), such that

\[
(3.6) \quad \frac{\partial u}{\partial x_j} = \varphi_j(x)(x_j = 0), \quad \frac{\partial u}{\partial x_j} = \psi_j(x)(x_j = \sigma) \quad (j = 1, \ldots, n),
\]

\( \varphi_j(x) \) and \( \psi_j(x) \) being continuous on the boundary \( \partial Q, u(0) = 0 \).

In addition we shall suppose that the derivatives \( u_{x_i x_j} \) satisfy the Lipschitz condition in the set \( Q \):

\[
(3.7) \quad \left| u_{x_i x_j}(x) - u_{x_i x_j}(x') \right| \leq \frac{1}{2} L^p \left| x_j - x'_j \right|
\]

\( (i, j = 1, \ldots, n), \ x \in Q, \ x' \in Q, \)

the points \( x \) and \( x' \) being on the \( x_s \) axis \( (s = 1, \ldots, n) \),

\[
x = (x_1, \ldots, x_n), \ x' = (x'_1, \ldots, x'_n), \ x_s \neq x'_s \quad (p \neq s, p = 1, \ldots, n).
\]

4) We suppose that there exists the solution \( v^M \) of the difference equation (3.8) associated with (3.3):

\[
(3.8) \quad f(x^M, v^M, v^M\Delta, v^M\Box) = 0,
\]

and satisfies the conditions

\[
(3.9) \quad v^M_{x_j} = \varphi_j(x^M)(x^M_j = 0), \quad v^M_{x_j} = \psi_j(x^M)(x^M_j = \sigma), v^0 = 0.
\]
The coordinates of the vector $v^{M\Delta}$ are defined by

$$v^{Mij} = \begin{cases} v^{Mij}_+, & \text{for } b^M_j \geq 0, \\ v^{Mij}_-, & \text{for } b^M_j < 0, \end{cases}$$

i.e. we use the forward difference quotient (3.5), if $b^M_j \geq 0$, and the backward quotient (3.6), if $b^M_j < 0$, where $b_j$ denotes the derivative $f_{x_i}$. We assume in addition that the difference quotients $v^{Mij}$ satisfy the conditions:

$$\begin{align*}
|v^{Mij} - v^{Pij}| &\leq \frac{1}{2}h \mathcal{L}, \\
|v^{Mij}_+ - v^{Pij}_+| &\leq \frac{1}{2}h \mathcal{L}, \\
|v^{Mij}_+ - v^{Pij}_-| &\leq \frac{1}{2}h \mathcal{L}, \\
|v^{Mij}_- - v^{Pij}_-| &\leq \frac{1}{2}h \mathcal{L}, \quad \text{for } h > 0,
\end{align*}$$

(3.11)

at the nodal points $x^M$ and $x^P$, $P = s(M)$ ($s = \pm 1, \ldots, \pm n$), the distance between $x^M$ and $x^P$ being $h$ in the direction of the $x$-axis.

We denote

$$a_{ij} = f_{x_{ij}}, \quad b_j = f_{x_j}, \quad c = f_u \quad (i, j = 1, \ldots, n).$$

(3.12)

§ 4. The function $v^M$ can be defined at additional nodal points $x^M_j = -h, x^M_j = \sigma + h$ ($j = 1, \ldots, n$) as in the paper M. Malec [5]. Then it can be verified that the quantity $\varepsilon^M$:

$$f(x^M, u^M, u^{M\Delta}, u^{M\square}) = \varepsilon^M,$$

possesses the property

$$\varepsilon(h) = \max_{x^M \in Q} |\varepsilon^M| \to 0, \text{ as } h \to 0.$$  

(4.2)

The simple but lengthy calculations will be omitted, cf. M. Malec [5].

§ 5. LEMMA 1. Let us suppose that the Assumptions A are fulfilled and the function $r^M = u^M - v^M$ takes on its maximum value at the nodal point $x^A \in Q$.

Under these assumptions we have

$$\sum_{i,j=1}^n a^A_{ij} \cdot r^{Aij} + \sum_{j=1}^n b^A_j \cdot r^{Aij} \leq 0,$$

(5.1)

$u^M$ and $v^M$ being defined also at additional nodal points, cf. § 4.

Proof. The discrete function $r^M$ takes on its maximum value at the nodal point $x^A \in Q$, therefore the quadratic form

$$\sum_{i,j=1}^n r^{Aij} \mu_i \mu_j,$$

(5.2)

is negative defined (it is sufficient to introduce the function of the class $C^2$ which have its maximum value also at $x^A$, takes on at the nodal points $x^M$ the same values as the function $r^M$, and possesses at $x^A$ the derivatives of the second order equal to the corresponding difference quotients $r^{Aij}$).
From the theorem on quadratic forms, cf. M. Krzyżanński [6], and from the assumption (3.4) it follows that

\[(5.3) \quad \sum_{i,j=1}^{n} a_{ij}^{A} \cdot r^{Aij} \leq 0.\]

Since in addition the difference quotients \(r^{Aij}\) of the first order are taken according to the sign of \(b_{j}^{A}\), cf. (3.10), we have \(b_{j}^{A} \cdot r^{Aij} \leq 0\) and

\[(5.4) \quad \sum_{j=1}^{n} b_{j}^{A} \cdot r^{Aij} \leq 0.\]

From (5.4) and (5.3) it follows the desired result (5.1).

This completes the proof of Lemma 1.

A similar lemma can be proved for the minimum value \(r^{B}\) of the function \(r^{M}:

**LEMMA 2.** We suppose that the Assumptions A hold. We assume in addition that the function \(r^{M} = u^{M} - v^{M}\) takes on its minimum value \(r^{B}\) at the nodal point \(x^{B} \in Q\).

Under these assumptions we have

\[(5.5) \quad \sum_{i,j=1}^{n} a_{ij}^{B} \cdot r^{Bij} + \sum_{j=1}^{n} b_{j}^{B} \cdot r^{Bij} \geq 0.\]

The proof of Lemma 2 is similar to the proof of Lemma 1.

§ 6. Now we shall prove the basic Theorem 1 on difference inequalities.

**THEOREM 1.** We suppose that the Assumptions A are fulfilled.

Under these assumptions the discrete function \(r^{M}\) satisfies the following difference inequalities of the second order:

\[(6.1) \quad \sum_{i,j=1}^{n} a_{ij}^{M} \cdot r^{Mij} + \sum_{j=1}^{n} b_{j}^{M} \cdot r^{MJ} + c^{M} \cdot r^{M} \geq -\varepsilon(h),\]

\[(6.2) \quad \sum_{i,j=1}^{n} a_{ij}^{M} \cdot r^{Mij} + \sum_{j=1}^{n} b_{j}^{M} \cdot r^{MJ} + c^{M} \cdot r^{M} \leq \varepsilon(h),\]

where \(a_{ij}^{M}, b_{j}^{M}, c^{M}\) denote partial derivatives \(f_{wij}, f_{qj}, f_{u}\), respectively, the derivatives being taken at the suitable point (\(~\)).

**Proof.** It is sufficient to subtract (3.8) from (4.1) and to apply the mean value theorem. We obtain then the equality

\[(6.3) \quad \sum_{i,j=1}^{n} a_{ij}^{M} \cdot r^{Mij} + \sum_{j=1}^{n} b_{j}^{M} \cdot r^{MJ} + c^{M} \cdot r^{M} = \varepsilon(h),\]

which, by the definition (4.2) of \(\varepsilon(h)\), yields immediately the desired difference inequalities (6.1) and (6.2).

This completes the proof of Theorem 1.
§ 7. Now we shall prove the Theorem 2 on the convergence of the difference method and the error estimate.

**Theorem 2.** Let us suppose that the Assumptions A are fulfilled, the function \( u(x) \) is the solution of the Neumann problem (3.3), (3.6), \( v^M \) is the solution of the associated difference problem (3.8), (3.9), and \( r^M = u^M - v^M \).

Under these assumptions 1° the difference method is convergent:

(7.1) \[ r^M \to 0, \quad \text{as} \quad h \to 0, \quad x^M \in Q, \]

2° we have the error estimate:

(7.2) \[ |r^M| \leq -\varepsilon(h) \eta, \quad \text{for} \quad x^M \in Q, \]

where \( \varepsilon(h) \) is defined by (4.2).

**Proof.** From Theorem 1 it follows that the difference inequality (6.1) holds at the nodal point \( x^A \), where \( r^M \) achieves its maximum value:

(7.3) \[ \sum_{i,j=1}^n a_{ij}^A r^{A_{ij}} + \sum_{j=1}^n b_j^A r^A_j + c^A r^A \geq -\varepsilon(h). \]

Let us multiply (5.1) by \((-1)\) and add to (7.3). Then we have

(7.4) \[ c^A r^A \geq -\varepsilon(h). \]

The inequality (7.4) can be divided by \( c^A \), since \( c^A \eta < 0 \), cf. (3.11) and (5.5), therefore we have

(7.5) \[ r^A \leq -\frac{\varepsilon(h)}{\eta}. \]

In the similar way from the difference inequality (6.2) and (5.5) it follows

(7.6) \[ r^B \geq +\frac{\varepsilon(h)}{\eta}. \]

But we have

(7.7) \[ r^B \leq r^M \leq r^A, \quad \text{for} \quad x^M \in Q, \]

hence the inequality (7.2) follows from (7.5) and (7.6).

The convergence of the method (7.1) is the consequence of (7.2) and the relation (4.2).

This completes the proof of Theorem 2.

§ 8. We might attempt to derive the convergence of the difference method in another way taking into account the fact that there exists the matrix \((\alpha_{kl})\) \((k, l = 1, \ldots, n)\), such that

(8.1) \[ \sum_{k=1}^n \alpha_{ki} a_{kj} = a_{ij}, \quad \sum_{k=1}^n \alpha_{kj} = b_j^A. \]
With (8.1) in hand we can prove (5.1) without the specific choice of the difference quotients (3.10) of the first order. Then the rest of the paper, i.e. Theorem 1 and Theorem 2, remains unchanged.

But this way does not include all positive defined quadratic forms (3.4), therefore this version will not be presented here.
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